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Unit 6: Memory (Part 2)

The MIPS32 Address Space (Review)

This diagram shows the layout of physical memory in MIPS32
CPU’s address space:

decimal binary hezadecimal  as bytes  as halfwords as words

232 1 1111 1111 1111 1111 1111 1111 1111 1111 Oxffff £fff
232 -2 1111 1111 1111 1111 1111 1111 1111 1110 Oxffff fffe —
2% -3 1111 1111 1111 1111 1111 1111 1111 1100 Oxffff fffd
252 4 1111 1111 1111 1111 1111 1111 1111 1011 Oxffff fffc ]
3 : : : : w2,
§ T 0000 0000 0000 0000 0000 0000 0000 0111 0x0000 0007 =
= 6 0000 0000 0000 0000 0000 0000 0000 0110  0x0000 0006 — E
s 5 0000 0000 0000 0000 0000 0000 0000 0101 0x0000 0005 @
%4 1 0000 0000 0000 0000 0000 0000 0000 0100 ~0x0000 0004 [ ][
3 0000 0000 0000 0000 0000 0000 0000 0011  0x0000 0003
2 0000 0000 0000 0000 0000 0000 0000 0010 ~ 0x0000 0002
1 0000 0000 0000 0000 0000 0000 0000 0001 0x0000 0001
0 0000 0000 0000 0000 0000 0000 0000 0000  0x0000 0000 [Cox1234 | | 0x12345678

32 bits 8 hex digits
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How Does the MIPS Actually Use Virtual Memory?

P Just because you've got a 32-bit virtual address space doesn’t
mean your program can use all of it.

» The kernel is not a separate process, just like Superman is not
a separate person from Clark Kent.

» Your program becomes the kernel by entering supervisor mode
(with the “syscall 0x20" exception).

» This jumps to the handler, which can then access kernel
memory.

» VM protects your program from other programs, but it also
needs to protect the kernel (especially kernel memory) from
you!

» Preventing unauthorized access to this memory is a major
cybersecurity task.
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Partitioning Virtual Memory

virtual memory address

Oxffff ffff

Ox7fff ffff

environment variables

and argv[]

e » This is how Linux allocates
e 1 your virtual address space.
(available) > We'll explain that “reserved”
777777777 . region in the 1/0 Unit.
e > (see the vm_addresses demo)
uninitialized global data
(bss
initialized global data T
0x1001 0000
code (“text”) cxmtabe e

O I N B
0x0000 0000
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Page Tables Revisited

In addition to the V (“valid") bit (which means the same in a page
table as it does in a cache), the memory manger hardware may
also allow these bits in each entry (not shown in the textbook):

» RW: The page is writeable
Q: What memory regions do we not want to write to?

» USER: The page is accessible from user space
Q: What memory regions do we not want the (mere mortal)
user to read from or write to?

» DIRTY: The page has been written to so it needs to be
written to RAM when replaced.

» ACCESSED: The page has been read or written recently.
This allows a simple approximation to LRU for page
replacement.

» EXECUTABLE: The PC can be set to addresses on the page.
Q: What memory regions should this apply to?
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Caching and VM on the MIPS32

The MIPS32 architecture is configurable for the customer:

» The cache size can be 0 (no caching), 16kB, 32kB, or 64kB
and is 4-way set associative.

» The MIPS architecture allows variable page sizes of 4kB, 8kB,
16kB, 32kB, or 64kB.

> Knowing these sizes allows us to reduce run time and make
more efficient use of memory.
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Example: Taking Advantage of Cache Coherence |

Consider two implementations of a simple “Name” data structure:

struct NameB {

struct NameA { char *first;
char first [32]; char *last;
char last [32]; };

};

(first and last would be allocated on
the heap as needed)

» Q: Which of these has is more flexible (i.e. fewer restrictions)?

v

Q: Which would be more likely to be directly read from or
written to a file or database?

» Q: Which of these typically uses less memory space?

» Q: Given a pointer to either structure, how many memory
accesses are required to load the first byte in either name?

» Which of these takes more advantage of spatial locality? ...



Unit 6: Memory (Part 2)

Example: Taking Advantage of Cache Coherence Il

64KB Direct Mapped Cache Example » How would you
Tag field (16 bits) ross
K= 212= 4096 block Index field (12 bits) rate the two
Each block = fuur ‘v]vcu:h— 16 bytes Block Offset (4 bits)
o r Wordsest ~ o data structure
22 bytes = 4 GB . .
ot menmory designs for this
caching
SRAM scheme?
— > How could the
'ypical ca.che o o = = o
e Lo ‘ efficiency of
ﬁ.m = NameA be

Larger cache blocks take better advantage of spatial locality | [ Block Address = 28 bits Block offset m p rOVGd by a

and thus may result in a lower miss rate “Tag = 16 bits = abis

Mapping Function: Cache Block frame number = (Block address) MOD (4096) C h an ge | n
i.e. index field or 12 low bit of block address
EECCS551 - Shaaban

H#16 lec#8 Spring 2011 4-13-2011

|_Hit Access Time = SRAM Delay + Hit/Miss Logic Delay

requirements?

(Review from 550)
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